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She addressed the United Nations member states on the military effects panel at the Convention of Certain Weapons
Group of Governmental Experts (GGE) meeting on Lethal Autonomous Weapons Systems (LAWS). Formerly the
Director for Strategic Engagement at the College of Information and Cyberspace at the National Defense University, a
Principal Consultant for PA and higher education professor teaching national security at several universities, her
professional experience spans three continents, several countries and multi-cultural environments.
She speaks and writes on disruptive technology convergence, innovation, tech ethics, and national security, more
recently Sci-Fi military thinking. She lectures at the National Defense University, Joint Special Operations University, is
a member of the IEEE-USA AI Policy Committee, participates in NATO’s Science for Peace and Security Program, and
during the Obama administration has received the U.S. Presidential Volunteer Service Award for her pro bono work
in cybersecurity.
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JUST OUT! → Sapien 2.0 
A multi-lingual game about emerging technology
and humanity. Using anticipatory prompt
questions it provokes imagination to creatively
forecast one’s position on new situations that
emerging technologies will bring about.

The topics touch on universal elements of the
human experience such as birth, love, work, and
death. The intention? A thoughtful, inclusive and
diverse conversation about technologies that
affect us all.

http://www.linkedin.com/in/lydiak
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• “In data we trust”
• "Algorithms are being presented and marketed as an 

objective fact. A much more accurate description of 
an algorithms is that it is an opinion embedded in 
math.“
- Cathy O'Neil, author of Weapons of Math Destruction
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Sometimes more data is not the solution.
We will need to know when and how to algorithmically 
correct for inherently biased data.

Algorithmic Regimes
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• Artificial Intelligence is susceptible to malicious 
attacks that play on its algorithmic perception of the 
world, and trained response mechanism.

• The machine learning pipeline matters.
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• Artificial Intelligence as “decision-making 
infrastructure” may inadvertently create a 
hollowing out of decision making.

• Reduction of human agency as decisions get 
delegated to algorithms.

• We will have to get better at understanding when
and how decision-making assistance will best 
support us, and when it will add an unacceptable 
layer of unexplainable outsourced decision-making.

Unknown Unknowns

Algorithmic Regimes



Human Involvement / Participation

Control Supervision Oversight Judgement

Validation
Elements of Life Cycle

Development

Data Selection

Algorithmic Design

Training Methods

Select Identify

Detect

Monitor

Track

Follow

Pursue

Force Application

Neutralize

Damage

Destroy

Human-in-the-Loop

Allows spaces for humans to intervene and 

make “meaningful decisions that comply 

with IHL” throughout the life cycle of the 

creation and employment of LAWS

Lethal Autonomous Weapons Systems (LAWS) Human Involvement Table

Dr. Lydia Kostopoulos

Record-Ability

These elements can be programed to create logs of 

activity and decision making which can assist in auditing 

and conducting forensics. However algorithmic explain-

ability remains to be a challenging task.

Flexibility for Different Expectations of Human Involvement and 

Responsibilities

Each box can have its own definition for the expectations

(of what maintaining/ensuring/exerting/preserving mean) and definitions (of what 

substantive/meaningful/appropriate/sufficient/minimum level of is understood to be).

Feasibility 
Discussion

• Reliability
• Predictability 
• Explain-ability
• Auditability

Core Functions
• Decider
• Executor
• Validator

Distinction

Assistance in Decision Making -vs- Taking an Autonomous Decision

Examining different forms of human involvement vis-à-vis the life cycle of 

LAWS from its creation to employment can contribute to identifying the 

fine lines between decision making assistance and autonomy. 

Presented at UN CCW GGE on LAWS August 2018



Human Involvement / Participation Confidence in Security

Control Supervision Oversight Judgement

Validation

Data 

Security

Algorithm

Machine 

Learning 

Environment

Networked 

Connections

Physical 

Security of 

System

Elements of Life Cycle

Development

Data 

Selection

Algorithmic 

Design

Training 

Methods

Select Identify

Detect

Monitor

Track

Follow

Pursue

Force 

Application

Neutralize

Damage

Destroy

EX: While underwater autonomous vessel (equipped with sonar, ship registry 

data, and torpedoes that would be able to recognize and differentiate 

between civilian and military vessels based on the input from the sonar system 

and comparison of the input with the onboard ship registry.  In the case a 

civilian vessel is detected the torpedoes would not be launched or would be 

diverted).

What about a spoofing attack? ‘Man-in-the-middle’ attack?

- Security by Design -

Allows for the scrutiny of security for various components across 

the elements of the life cycle.

Lethal Autonomous Weapons Systems (LAWS) 

Human Involvement Table with System Security Considerations

Dr. Lydia Kostopoulos

Presented at UN CCW GGE on LAWS August 2018
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We should not assume that our algorithmic approaches will 
be identical to that of our adversaries.

Just as our doctrine is different so will the thinking behind 
the data organization, algorithmic design and adversarial 
examples.

Unknown Unknowns
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• Expectations should be managed with algorithms, as 
there may be unknown unknowns that can arise.

• Keep the unexpected in mind.
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Thank you!

Questions? Comments?
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